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Introduction

Statistical Sampling is a statistical data collection method, which is limited to a part of the
target population, which makes it different from the overall surveying method of all segments
of the target population, which is known as “census.” The sampling methods have developed
until they reached the current status, and the development was associated with the
Probability Theory. The evolution of Law of Large Numbers, Central Limit Theorem (CLT),
Law of Normal Distribution, Student's t-distribution of 1908 for small samples, and the
practical applications accompanied that, especially in the second half of the twentieth century,
is of great importance in the development of statistical methods and sampling methods,
particularly regards the methods of calculation of sampling errors and dissemination of the
results of the sample to the population. Given the close interrelationship between the
Sampling Theory and the Probability Theory, there are two different types of samples. The
first type “Probability Samples™: These are the randomly selected samples, and each unit has
a probability other than zero. Focus is on this type in practical applications, since the results
of these samples can be disseminated to the populations from which they were selected, as
well as in determining the degree of confidence in the results and calculation of errors. The
second type “nonprobability samples”: These are samples that don’t use the principles of
probability, since the units of the sample are selected according to purposive or personal
method. Unlike the Probability Sampling, the accuracy of results and representation of the
population cannot be defended. For this reason, and for the rare use of nonprobability
samples, the following review will only be limited to the Probability Sampling methods. Prior
to reviewing the special techniques of this method, a summary of some of the concepts for

sampling is provided.

i Target Population: This means the units that should be covered by the survey. In the
survey of a specific country or region, the target population is all the inhabitants of
this region or country, and the target population in an economic survey is all economic

and social facilities.
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9 Survey Population: In practice, there may be some limitations to cover certain target
population units, because of the considerable cost for covering them or because of
difficulties of accessing these units, such as population living abroad, or units that are
located in disaster areas, and therefore this type of units should be deleted from the
survey target population, and the survey units remaining after this procedure are then
called “Survey Population”.

9 Sample frame: This refers to the list of sampling units in each stage. It is also the
cornerstone of the sample design and carrying out of all its subsequent stages.
Furthermore, success of the sampling program depends heavily on the availability of
modern and appropriate frame for the sample design. The sampling model frame is the
latest frame encompassing all units. Examples of the most commonly-used frames for
practical applications include the households' frame and the facilities frame. One of
the most important characteristics that should be available in the frame is that it
should be complete, i.e. including all the units in question. Each desired survey unit
must be listed for once in the frame or the list that include these units, with no
extraneous units. In this context, provision of the maps accompanying these frames is
of great significance in locating the sample units, facilitating fieldwork, and cost-

reduction, thus raising the efficiency of the survey.

The topics for this publication have been presented based on several sampling techniques, as
in the works of many professionals, such as (Kish), (Cochran), (Nyman), (Hansen), and others.
As well as the publications of many international institutions, especially the recent United
Nations publications by the statistics department, such as (Household sample surveys in
Developing and transition Countries 2005), Designing Household Survey Samples: (Practical
Guidelines 2010 and Handbook of Household Surveys 1987). In addition to the most
important global practices that have been applied in many countries around the world since
1980, most importantly: the World Fertility Survey, conducted in many world countries since
1974 and Demographic and Health Survey (DHS), which has been applied in many world

countries since 1984,
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1. Types of Probability Samples

1.1. Simple Random Sampling

Simple random sample is defined as: a number of units randomly drawn from the sample
frame, covering all units (individuals, households, establishments, land plots, etc.). Through
the information collected on the sample units, all corresponding estimates for the survey
population are made, in addition to the estimates of errors committed therein and the levels
and areas of confidence in these estimates. The main factor in the probability sampling is the
random sampling of the sample units. The basic condition for achieving randomization is that
each unit of the sample frame should have an opportunity to be draws in the sample; which
means that non-existence of any constraints for the absence of any unit in the sample. Such
principle is expressed in the probability theory by saying that each unit has a different
probability than zero for being drawn in the sample.The Simple Random Sampling is the basis
for other statistical sampling methods, therefore a summary is provided for the theoretical

basis for it, namely: Law of Large Numbers (LLN) and Central Limit Theorem (CLT).

It has always been noted that through a limited number of observations of a certain
phenomenon, some characteristics of this phenomenon can be identified, such as the mean or
proportion. When this process is repeated on a limited number of other observations (greater
than or equal to 30), these characteristics will differ slightly from those calculated from
previous observation, and there will be minor differences from the real characteristics of
population. Bernoulli, was the first to note that by sampling a limited number of balls from a
box containing two types of balls, in the same circumstances and without any deliberate
intervention (which was later called Random Selection) and he found that the proportion of a
specific type of balls in the sample is close to the proportion of that particular type of balls in
the box, this result was achieved when the units were selected with replacement (where the
selected unit is returned to the population before the next selection), or without replacement
(where the selected unit is not returned to the population). This was the first introduction to
the mathematical formulation of the Law of Large Numbers. Similarly, the proportion of

unemployed population in a certain area can be identified through sampling a large number of
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the population, the household average income in a specific city can be identified through
sampling a large number of households. The common factor in the previous examples, and
other numerous examples of natural or social phenomena, is the large number of observations.

This principle is called the “Law of Large Numbers” and it was the introduction to the CLT.

One of the key theories in statistical sampling is the widely-used CLT. Laplace and De Moivre
were first to formulate this theory in the first half of the 18th century. The final version of the
CLT was put forward in the end of the 19* century and beginning of the 20" century in the
works of Aleksandr Lyapunov and Chebyshev. In the light of the results of practical
experiments of the Law of Large Numbers, it became clear that if all random samples were
formed, size of each is N of a population of the size N, while the sample size was greater
than or equal to 30 (large samples), the means of these samples will be distributed according
to the well-known Law of Normal Distribution, regardless of the law of distribution of

population. As is known, the function of its distribution is:
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Later in 1908, Student verified that principle when the sample size is smaller than 30 (small
samples) and the population is distributed normally , the means of all samples will be
distributed according to the law for small samples, known as (t-Student), which resembles the

normal distribution, and will be matching when the sample size is greater than (30).

In order to facilitate their use, a distribution, called Standard Normal Distribution, was created
based on the mean and variance of Normal Distribution, by replacing the random variable X

in Normal Distribution by the random variable Z which is calculated by the following relation:

1 _ Z
The new distribution function becomes /2

The resulting distribution is sometimes called Z Distribution. One of the key characteristics
of the Standard Normal Distribution is that the mean of this distribution is equal to (0), and
its variance is equal to (1), regardless of the mean and variance of the Normal Distribution
which were varied, and for this reason the new distribution is called “Standard” because it will

be the same regardless of different normal distributions, as the red curve in previous shape.

A special table was prepared for the values of that distribution which are matching the Z

values, which can be found in many statistical references and software such as (Excel).

This result is of great significance in the theory of samples where the true values in population
are estimated (such as mean or proportion) by the estimates corresponding to them in the

sample.

If all the random samples were formed, the size of each is N of a population of the size N

and the following samples means:
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Where: (L) is the number of random samples that can be formed, and based on the CLT, the

means of the random samples are distributed according to Normal Distribution. This

distribution is determined by the mean equal to the mean of population X , and its variance

2
S ()_() , and this result applies to all types of populations. The following, then, can be proved:

i_=_L
ax
The mean of this distribution is equal to the mean of the population ~=t—— = X
2
s =2
Variance of this distribution, with replacement, equals (x) = n

Variance of the mean of this distribution without replacement equals

2
N -
Sz =2 * d
N N-1

It is noted that the variance of the mean in the case of without replacement differs in the case
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